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ABSTRACT 

In this research the scale parameter & survival function have been 

estimated for Weibull distribution with have two parameters, this 

distribution was used in two cases, prior data unconflict& prior data conflict. 

A regular Bayes method & robust Bayes were used for estimation. We used 

inverse gamma distribution as a prior where it is a conjugate prior for 

Weibull distribution. Two simulation experiments have been used; the first 

experiment used was prior data unconflict where the regular Bayes method 

is the best for estimating the scale & survival function by using the 

integrated mean square error (IMSE) as a criterion for comparing. The 

second experiment is in the case of prior data conflict. The results showed 

that the robust Bayes method is the best for estimation of the scale 

parameter & survival function by using (IMSE).  

Keyword: Robust Bayesian, Prior data conflict, Survival function, iLuck 

Model, Regular Bayesian 
 

1. Introduction 

The statistical inference in the Bayesian method also relies on the prior 

information or the so-called prior distribution so that the prior distribution is combined 

with the distribution of observations according to the base of the Bayes rule so we get the 

posterior distribution from here, a problem might appear, which is the prior data conflict 

(prior data  are the default values For the prior distribution parameters), Michael Evans & 

Hadas Moshonovp (2006). In the sense that the prior data does not necessarily correspond 

with the views or sample under study, and because of that you should know the existence 

of this problem or not when using the methods of Bayesian estimation, & to know the 
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existence of this problem by modeling the parameters of the prior distribution, Gero 

Walter & Frank P.A.Coolen (2016).So that the prior distribution should be the conjugate 

prior, & then after modeling the prior distribution parameters we produce the standard 

deviation of the prior distribution & the standard deviation of the posterior distribution, 

Gero Walter & Frank P.A.Coolen (2018),.If the value of the standard deviation of the prior 

distribution is greater than the standard deviation of the posterior distribution, then there 

is a problem, Gero Walter (2015), Hence, the main objective of our research is to obtain 

the best estimate of the survival function under prior data conflict by addressing this 

problem by assuming a set of prior information to obtain a set of prior distributions & thus 

we will obtain a set of posterior distributions, Gero Walter & Thomas Augustin (2009), Erik 

Quaeghe bear & Gert de Comman (2005, After that, we obtain the estimates that are 

more efficient & accurate so that the method is called the robust Bayesian estimation, 

where a two-parameter Weibull distribution will be used to estimate the parameter of 

scale parameter & survival function because it is considered to be the most common 

distributions of survival models, Felix Noyanim Nwobi & Chukwudianderson Ugomma 

(2014), So that the use of the usual Bayesian method & the robust Bayesian method for 

estimating the scale parameter & survival function &the IMSE will be used to compare 

these methods. 

2. The estimation of methods 

We will estimate the survival function for Weibull distribution & the scale parameter λ & consider 

the shape parameter β is known, in the   Bayesian& robust Bayesian method as shown below: 

2.1 Regular Bayes 

2.1.1  The Bayesian Estimation for scale parameter 𝜆 

The theory of Bayes, which depends mainly on the prior information about the parameters that are 

needed to be estimated, which is that these parameters are Random Variables& that these variables 

have a distribution called prior distribution & merging the prior distribution with the distribution of 

observation based on the rule of Bayes to obtain posterior distribution & after obtaining posterior 

distribution, the estimation can be obtained by using a lost function. In our research, we will use the 

quadratic loss function as shown below, BN Pandey & Nidhi Dwivedi & Pulastya Bandyopadhyay 

(2012): 

𝑓(𝑡) =
𝛽

𝜆
𝑡𝛽−1𝑒−

𝑡𝛽

𝜆              (1)   

The prior distribution of the parameter λ will be used, which is inverse gamma: 

𝑓(𝜆\𝑎, 𝑏) =
𝑏𝑎

г(𝑎)
𝜆−𝑎−1𝑒−

𝑏

𝜆            (2)    

Then we get the posterior distribution as follows: 

𝑓(𝜆/𝑡) =
(∑ 𝑡𝑖

𝛽
+𝑏)

(𝑎+𝑛)

г(𝑎+𝑛)
𝜆−(𝑎+𝑛)−1𝑒−

(∑𝑡
𝑖
𝛽
+𝑏)

𝜆   (3) 

The above equation is the posterior distribution of parameter λ, & according to the quadratic loss 

function mean that the posterior distribution represents the Bayes estimator of parameter λ as 

shown below Anoop Chaturvedi (2013). 
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𝜆̂ =
(b+𝜏(𝑡)) 

𝑎+𝑛
             (4) 

𝑤ℎ𝑒𝑟𝑒 𝜏(𝑡) =  ∑𝑡𝛽 

2.1.2: Bayesian Estimation for Survival function 

The estimation of the survival function &it is based on the quadratic loss function as shown below by 

Abdul Majeed Hamza AL-Nasser (2009): 

𝑆̂(𝑡) = ∫ 𝑆(𝑡) ℎ(𝜆/𝑡) 𝑑𝜆
∞

0
           (5) 

𝑆̂(𝑡) = (
𝑏+𝜏(𝑡)

𝑏+𝜏(𝑡)+𝑡𝛽
)
𝑎+𝑛

           (6) 

2.2. Robust Bayesian Method 

2.2.1 Checking for prior data conflict 

Suppose that we have a sample distributed with the Weibull distribution & concisely t ~ wei (β, λ) as 

shown below Gero Walter & Frank P.A.Coolen (2018) , Gero Walter (2013): 

𝑓(𝑡\𝜆, 𝛽) =
𝛽

𝜆
𝑡𝛽−1𝑒−

𝑡𝛽

𝜆  

The prior distribution of the scale parameter λ is inverse gamma because it is conjugate prior as 

shown below: 

𝑓(𝜆\𝑎, 𝑏) =
𝑏𝑎

г(𝑎)
𝜆−𝑎−1𝑒−

𝑏

𝜆 

Then the prior parameters need to update so that it is (𝑛0 > 1, 𝑦0 > 0) instead of the parameters (a, 

b), through two methods, we get the prior distribution as shown below: 

𝐸(𝜆/𝑎, 𝑏) = 𝑦0 =
𝑏

𝑎 − 1
=
𝑏

𝑛0
 ⇒ 𝑏 = 𝑛0𝑦0 , 𝑛0 = 𝑎 − 1 ⇒ 𝑎 = 𝑛0 + 1 

After that, the prior distribution is obtained by the parameters 𝑛0, 𝑦0, through testing the problem 

of prior-data conflict as shown below: 

𝑓(𝜆/𝑛0𝑦0) =
(𝑛0𝑦0)𝑛

0+1

г(𝑛0+1)
𝜆−(𝑛

0+1)−1𝑒−
𝑛0𝑦0

𝜆   (7) 

𝑦0: The prior guessing for the scale parameter λ. 

𝑛0: The prior guessing to sample size n. 

The equation above represents the distribution of prior by parameters 𝑛0, 𝑦0, which is also inverse 

gamma. After we obtain the prior distribution with parameters 𝑛0, 𝑦0, we derive the standard 

deviation of this distribution. 

𝑀𝑟 =
(𝑛0𝑦0)𝑟

г(𝑛0+1)
 г(𝑛0 − 𝑟 + 1)            (8) 

𝑠. 𝑑 𝑝𝑟𝑖𝑜𝑟 = √
(𝑦0)2

1−
1

𝑛0

             (9) 

The equation above represents the standard deviation of the prior distribution, & then the posterior 

distribution is derived as shown below: 
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𝑓(𝜆\𝑡) =
(𝑛0𝑦0+𝜏(𝑡))𝑛

0+𝑛+1

г(𝑛0+𝑛+1)
𝜆−(𝑛

0+𝑛+1)−1𝑒−
(𝑛0𝑦0+𝜏(𝑡))

𝜆   (10) 

After the posterior distribution is obtained & according to the equation above we derive the 

standard deviation for the posterior distribution as shown below: 

𝑀𝑟 =
(𝑛0𝑦0+𝜏(𝑡))𝑟

г(𝑛0+𝑛+1)
г(𝑛0 + 𝑛 − 𝑟 + 1)      (11) 

𝑠. 𝑑  𝑝𝑜𝑠𝑡𝑒𝑟𝑖𝑜𝑟 = √
(𝑛0𝑦0+𝜏(𝑡))2

(𝑛0+𝑛)(𝑛0+𝑛−1)
     (12) 

Equation (13) represents the standard deviation of the posterior distribution to compare the 

standard deviation of the prior distribution of parameters 𝑛0, 𝑦0 with the standard deviation of the 

posterior distribution. If the standard deviation of the prior distribution is greater than the standard 

deviation of the posterior distribution, this means a prior-data conflict. This problem is needed to 

solve through the following steps. 

A second way to obtain variance for posterior distribution is through the steps below: 

As 𝑓(𝜆/𝑡, 𝑛0, 𝑦0) = 𝑓(𝜆/𝑛𝑛𝑦𝑛) It means: 

𝑓(𝜆/𝑡, 𝑛0, 𝑦0) = 𝑓(𝜆/𝑛𝑛𝑦𝑛) =
(𝑛𝑛𝑦𝑛)𝑛

𝑛+1

г(𝑛𝑛 + 1)
𝜆−(𝑛

𝑛+1)−1𝑒−
𝑛𝑛𝑦𝑛

𝜆            (13) 

The variance of this distribution is: 

𝑉(𝜆/𝑛𝑛, 𝑦𝑛) =
(𝑦𝑛)2

1 −
1

𝑛𝑛

 

Therefore, the standard deviation of the prior distribution & the standard deviation of the posterior 

distribution can be written according to the following formula: 

𝑠. 𝑑 𝑝𝑟𝑖𝑜𝑟 = √
(𝑦0)2

1 −
1

𝑛0

                 (14)  

𝑠. 𝑑 𝑝𝑜𝑠𝑡𝑒𝑟𝑖𝑜𝑟 = √
(𝑦𝑛)2

1 −
1

𝑛𝑛

         (15)  

2.2.2 Address the problem of prior data conflict 

Although this is a problem of prior-data conflict, a model can be presented to address the problem 

of prior-data conflict , through the submission of a set of parameters prior as suggested by Erik 

Quaeghebear & Gert de Comman (2005). Through the following model Π0 = 𝑛0𝑥[𝑦0, 𝑦
0
]. Another 

suggestion was made by Gero Walter & Thomas Augustin (2009). For result a set of prior parameters 

through the model Π0 = [𝑛0, 𝑛
0
]𝑥[𝑦0, 𝑦

0
]. In general the model submitted for resulting a set of 

prior parameters is called (generalized iLuck-Model). Then we get the updated parameters to be 

more accurate as shown in the following steps Gero Walter (2015): 

 



Bull .Math.&Stat.Res ( ISSN:2348 -0580)  

   15 

Vol.7.Issue.2.2019 (Apr-June) 

ENTSAR AREBE AL.DOORI, AHMED SADOUN MANNAA 

𝑓1 (𝜆/𝑛
0, 𝑦0) =

(𝑛0𝑦0)𝑛
0+1

г(𝑛0 + 1)
𝜆−(𝑛

0+1)−1𝑒−
𝑛0𝑦0

𝜆        (16)     

𝑓2(𝜆/𝑛
0, 𝑦

0
) =

(𝑛0𝑦
0
)𝑛

0+1

г(𝑛0 + 1)
𝜆−(𝑛

0+1)−1𝑒−
𝑛0𝑦

0

𝜆        (17)     

𝑓3 (𝜆/𝑛
0
, 𝑦0) =

(𝑛
0
𝑦0)𝑛

0
+1

г(𝑛
0
+ 1)

𝜆
−(𝑛

0
+1)−1

𝑒−
𝑛
0
𝑦0

𝜆       (18) 

𝑓4(𝜆/, 𝑛
0
, 𝑦
0
) =

(𝑛
0
𝑦
0
)𝑛

0
+1

г(𝑛
0
+ 1)

𝜆
−(𝑛

0
+1)−1

𝑒−
𝑛
0
𝑦
0

𝜆       (19) 

𝑛0 :lower   ، 𝑛
0
 :upper 

𝑦0:lower ،𝑦
0
  :upper 

The equations (16)-(19) represent a set of prior distributions & a set of posterior distributions is 

obtained as shown below: 

𝑓1(𝜆\𝑡) =
(𝑛0𝑦0 + 𝜏(𝑡))𝑛

0+𝑛+1

г(𝑛0 + 𝑛 + 1)
𝜆−(𝑛

0+𝑛+1)−1𝑒−
(𝑛0𝑦0+𝜏(𝑡))

𝜆               (20)      

𝑓2(𝜆\𝑡) =
(𝑛0𝑦

0
+ 𝜏(𝑡))𝑛

0+𝑛+1

г(𝑛0 + 𝑛 + 1)
𝜆−(𝑛

0+𝑛+1)−1𝑒−
(𝑛0𝑦

0
+𝜏(𝑡))

𝜆                (21)   

𝑓3(𝜆\𝑡) =
(𝑛

0
𝑦0 + 𝜏(𝑡))𝑛

0
+𝑛+1

г(𝑛
0
+ 𝑛 + 1)

𝜆
−(𝑛

0
+𝑛+1)−1

𝑒−
(𝑛
0
𝑦0+𝜏(𝑡))

𝜆                (22)   

𝑓4(𝜆\𝑡) =
(𝑛

0
𝑦
0
+ 𝜏(𝑡))𝑛

0
+𝑛+1

г(𝑛
0
+ 𝑛 + 1)

𝜆
−(𝑛

0
+𝑛+1)−1

𝑒−
(𝑛
0
𝑦
0
+𝜏(𝑡))

𝜆                 (23) 

The equations (20)-(23) represent a set of posterior distributions & after taking the averages for 

those posterior distributions we get the iLuck-Model as shown below: 

𝑦𝑛 = 𝑙𝑜𝑤𝑒𝑟(𝑦𝑛) =

{
 
 

 
 𝑛

0
𝑦0 + 𝜏(𝑥)

𝑛
0
+ 𝑛

      𝑖𝑓      𝜏(𝑥) ≥ 𝑦0

𝑛0𝑦0 + 𝜏(𝑥)

𝑛0 + 𝑛
     𝑖𝑓    𝜏(𝑥) < 𝑦0

 

𝑦
𝑛
= 𝑢𝑝𝑝𝑒𝑟(𝑦𝑛) =

{
 
 

 
 𝑛

0
𝑦
0
+ 𝜏(𝑥)

𝑛
0
+ 𝑛

     𝑖𝑓   𝜏(𝑥) ≤ 𝑦
0

𝑛0𝑦
0
+ 𝜏(𝑥)

𝑛0 + 𝑛
   𝑖𝑓    𝜏(𝑥) > 𝑦

0
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Example: 

shows the differences when the prior data conflict& prior data unconflict. 

 

Figure 1: The figure on the left represents the difference between the prior & the posterior 

distribution so that the posterior distribution is less deviation from the prior distribution, This means 

that there is a prior data conflict , As for the middle figure is set of prior distribution , & as for the 

right  figure is set of posterior  distribution. 

 

Figure 2: The figure on the left represents the difference between the prior & the posterior 

distribution so that the posterior distribution is more than deviation from the prior distribution, This 

means that there is a prior data unconflict, As for the middle figure is set of prior distribution, & as 

for the right figure is set of posterior  distribution. 

The posterior distribution will be final & as follows: (what does that mean) 

𝑓(𝜆/𝑛𝑚𝑦𝑚) =
(𝑛𝑚𝑦𝑚)𝑛

𝑚+1

г(𝑛𝑚 + 1)
𝜆−(𝑛

𝑚+1)−1𝑒−
𝑛𝑚𝑦𝑚

𝜆                     (24) 

𝑛𝑚 =
𝑙𝑜𝑤𝑒𝑟(𝑛𝑛) + 𝑢𝑝𝑝𝑒𝑟(𝑛𝑛)

2
     ,    𝑦𝑚 =

𝑙𝑜𝑤𝑒𝑟(𝑦𝑛) + 𝑢𝑝𝑝𝑒𝑟(𝑦𝑛)

2
 

2.2.3. Robust Bayesian  To Estimate The Scale Parameter 𝜆 

From equation (24), the Bayesian estimator can be obtained for scale parameter λ under quadratic 

loss function which is the mean of the posterior distribution as shown below: 

𝜆̂𝑅𝑜𝑏 =
𝑛𝑚𝑦𝑚

𝑛𝑚
                   (25) 
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2.2.4. Robust Bayesian  To Estimate The Survival Function 

From equation (24), the Bayesian estimator can be obtained for survival function under quadratic 

loss function which is the mean of the posterior distribution as shown below: 

ŜRob(t) = (
nmym

nmym + tβ
)

nm+1

                     (26) 

3. Steps of the simulation experiment 

The program was written using R & according to the following steps, Al Omari Mohammed 

Ahmed & Noor Akma Ibrahim( 2011): 

The first step 

This step is one of the basic steps in which the default values are chosen as in the following steps: 

Different default values were chosen for scale parameter 𝜆and shape parameter β. The prior 

distribution parameters (a, b). 

1. Three different samples were selected as follows: 

n: 10,20,40 

2. The frequency of the experiment was equal to (1000). 

The second step 

At this step, data is generated according to the following steps: 

Generate the random variableUithat follows the uniform distribution: 

U = Rand 

Where: 

Ui~U(0,1) , i = 1,2, … , n 

Random variable U is a random variable that describes a model under study using a statistical 

mathematical method. This method is used to generate various random variables that follows the 

various probability distributions. This method is characterized by its ease & efficiency: 

u = F(t) 

t = F−1(u) 

The random variable that follows the Weibull distribution is generated based on the above steps & is 

as follows: 

𝒕 = 𝒆[𝐥𝐨𝐠(−𝝀∗𝐥𝐨𝐠(𝟏−𝒖))]/𝜷 

Third Step 

The survival function and the scale parameter are estimated according to the Bayesian method & 

the robust Bayesian method. 

The fourth step 

The estimation methods are compared by using the following measures: 

IMSE(λ̂) =
1

r
∑(λ̂

r

i=1

− λ)2 
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IMSE[𝑆̂(𝑡)] =
1

𝑟
∑{

1

𝑛𝑡
∑[𝑆̂𝑖(𝑡𝑗) − 𝑆(𝑡𝑗)]

2

𝑛𝑡

𝑗=1

}

𝑟

𝑖=1

 

Where: 

r: Represents the frequency of experiment. 

tn : Represents the sample size for each experiment it  

The simulation results will then be analyzed to estimate the scale parameter  & the survival function 

of the Weibull distribution & according to the following tables as follows: 

Table 1: Integrated mean square error (IMSE) for the scale parameter 𝜆 under prior data unconflict 

𝜷 = 𝟐 

𝒏𝟎 
Lower upper 

2 4 

𝒚𝟎 
𝝀 n 𝝀̂ 𝝀̂𝒓𝒐𝒃 s.d prior s.d posterior best 

Lower Upper 

1.5 2.5 1.5 

10 0.182031 0.434197 3.181981 4.124483 

𝝀̂ 

20 0.169029 0.302033 3.181981 3.895044 

40 0.141357 0.204936 3.181981 3.642233 

2 3 2 

10 0.345058 0.739248 5.656854 7.440964 

20 0.321076 0.524764 5.656854 6.973861 

40 0.259569 0.356398 5.656854 6.508075 

2.5 3.5 2.5 

10 0.559322 1.129046 8.838835 11.69037 

20 0.488893 0.774301 8.838835 10.85684 

40 0.389744 0.523473 8.838835 10.10827 

𝜷 = 𝟑 

𝒏𝟎 
Lower upper 

3 5 

𝒚𝟎 
𝝀 n 𝝀̂ 𝝀̂𝒓𝒐𝒃 s.d prior s.d posterior best 

Lower Upper 

1.5 2.5 1.5 

10 0.119066 0.338307 2.755676 3.695658 

𝝀̂ 

20 0.104449 0.218675 2.755676 3.476381 

40 0.078498 0.131644 2.755676 3.248046 

2 3 2 

10 0.225798 0.552795 4.898979 6.625628 

20 0.181882 0.346918 4.898979 6.157614 

40 0.141076 0.218842 4.898979 5.771726 

2.5 3.5 2.5 

10 0.333132 0.770847 7.654655 10.23463 

20 0.277153 0.503538 7.654655 9.619343 

40 0.217270 0.324069 7.654655 9.017049 

𝜷 = 𝟒 

𝒏𝟎 
Lower upper 

4 6 

𝒚𝟎 
𝝀 N 𝝀̂ 𝝀̂𝒓𝒐𝒃 s.d prior s.d posterior best 

Lower Upper 

1.5 2.5 1.5 

10 0.093425 0.30026 2.598076 3.468844 

𝝀̂ 

20 0.070829 0.176836 2.598076 3.249739 

40 0.063769 0.11607 2.598076 3.117757 

2 3 2 

10 0.158241 0.449122 4.618802 6.15736 

20 0.134422 0.288341 4.618802 5.822997 

40 0.109040 0.183461 4.618802 5.524409 
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2.5 3.5 2.5 

10 0.263884 0.666657 7.216878 9.713252 

20 0.233611 0.446754 7.216878 9.182148 

40 0.176273 0.277789 7.216878 8.654652 

 

Figure 3 Figure 4 Figure 5 

 

From Table (1) & Figure (3, 4, 5): It is clear that the method of Bayesian is best method for 

the scale parameter under prior data unconflict in all sample sizes & default values 

mentioned in the table above. 

Table 2: Integrated mean square error (IMSE) for the survival function under  prior data unconflict 

𝜷 = 𝟐 

𝒏𝟎 

Lower upper 

2 4 

𝒚𝟎 
𝝀 n 𝑺̂(𝒕) 𝑺̂𝒓𝒐𝒃(𝒕) best 

Lower Upper 

1.5 2.5 1.5 

10 0.005336 0.007356 

𝑺̂(𝒕) 

20 0.004834 0.006014 

40 0.003925 0.004560 

2 3 2 

10 0.005701 0.007092 

20 0.004973 0.005770 

40 0.004037 0.004470 

2.5 3.5 2.5 

10 0.005853 0.006928 

20 0.004949 0.005541 

40 0.003925 0.004239 

𝜷 = 𝟑 

𝒏𝟎 

Lower upper 

3 5 

𝒚𝟎 
𝝀 n 𝑺̂(𝒕) 𝑺̂𝒓𝒐𝒃(𝒕) best 

Lower Upper 

1.5 2.5 1.5 

10 0.003737 0.006041 

𝑺̂(𝒕) 

20 0.003113 0.004432 

40 0.002326 0.003017 

2 3 2 
10 0.003811 0.005392 

20 0.003027 0.003933 
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40 0.002350 0.002832 

2.5 3.5 2.5 

10 0.003697 0.004886 

20 0.003040 0.003729 

40 0.002302 0.002663 

𝜷 = 𝟒 

𝒏𝟎 

Lower upper 

4 6 

𝒚𝟎 
𝝀 n 𝑺̂(𝒕) 𝑺̂𝒓𝒐𝒃(𝒕) best 

Lower Upper 

1.5 2.5 1.5 

10 0.002889 0.005392 

𝑺̂(𝒕) 

20 0.002268 0.003727 

40 0.001911 0.002673 

2 3 2 

10 0.002883 0.004633 

20 0.002356 0.003372 

40 0.001856 0.002393 

2.5 3.5 2.5 

10 0.002991 0.004331 

20 0.002530 0.003307 

40 0.001891 0.002299 
 

 

Figure 6 Figure 7  Figure 8 

From Table (2) & Figure (6, 7, 8): It is remarkable that the method of Bayesian is best method for the 

survival function under prior data unconflict in all sample sizes & default values mentioned in the 

table above. 

Table 3: Integrated mean square error (IMSE) for the scale parameter 𝜆under  prior data conflict 

𝜷 = 𝟐 

𝒏𝟎 

Lower upper 

2 4 

𝒚𝟎 
𝝀 n 𝝀̂ 𝝀̂𝒓𝒐𝒃 s.d prior s.d posterior best 

Lower Upper 

1.5 2.5 1.5 

10 0.104965 0.053542 3.181981 1.934395 

𝝀̂𝒓𝒐𝒃 

20 0.069947 0.045689 3.181981 2.004401 

40 0.034577 0.028687 3.181981 2.149770 

2 3 2 

10 0.207645 0.103980 5.656854 3.317023 

20 0.116619 0.081806 5.656854 3.635705 

40 0.061550 0.053343 5.656854 3.865050 
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2.5 3.5 2.5 

10 0.312751 0.172314 8.838835 5.298248 

20 0.175169 0.123418 8.838835 5.677780 

40 0.096588 0.081201 8.838835 5.959071 

𝜷 = 𝟑 

𝒏𝟎 

Lower upper 

3 5 

𝒚𝟎 
𝝀 n 𝝀̂ 𝝀̂𝒓𝒐𝒃 s.d prior s.d posterior best 

Lower Upper 

1.5 2.5 1.5 

10 0.110766 0.038602 2.755676 1.782415 

𝝀̂𝒓𝒐𝒃 

20 0.061015 0.030741 2.755676 1.939564 

40 0.036828 0.024552 2.755676 2.033448 

2 3 2 

10 0.185234 0.072868 4.898979 3.234684 

20 0.122498 0.066652 4.898979 3.381657 

40 0.065156 0.044440 4.898979 3.596966 

2.5 3.5 2.5 

10 0.286239 0.121281 7.654655 5.065197 

20 0.175785 0.096885 7.654655 5.312925 

40 0.097294 0.068774 7.654655 5.651768 

𝜷 = 𝟒 

𝒏𝟎 

Lower upper 

4 6 

𝒚𝟎 
𝝀 n 𝝀̂ 𝝀̂𝒓𝒐𝒃 s.d prior s.d posterior best 

Lower Upper 

1.5 2.5 1.5 

10 0.099661 0.030929 2.598076 1.785932 

𝝀̂𝒓𝒐𝒃 

20 0.061456 0.024841 2.598076 1.879410 

40 0.034769 0.019242 2.598076 1.986501 

2 3 2 

10 0.175046 0.056963 4.618802 3.174600 

20 0.112765 0.052003 4.618802 3.337410 

40 0.071264 0.042612 4.618802 3.462550 

2.5 3.5 2.5 

10 0.273468 0.092465 7.216878 4.909911 

20 0.170271 0.084273 7.216878 5.242145 

40 0.097597 0.060702 7.216878 5.494434 

 

 

Figure 9 Figure 10  Figure 11 
 

From Table (3) & Figure (9, 10, 11): It is clear to us that the method of robust Bayesian is 

best method for the scale parameter under prior data conflict in all sample sizes & default 

values mentioned in the table above. 
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Table 4: Integrated mean square error (IMSE) for the survival function under  prior data conflict 

𝜷 = 𝟐 

𝒏𝟎 

Lower upper 

2 4 

𝒚𝟎 
𝝀 n 𝑺̂(𝒕) 𝑺̂𝒓𝒐𝒃(𝒕) best 

Lower Upper 

1.5 2.5 1.5 

10 0.004146 0.002141 

𝑺̂𝒓𝒐𝒃(𝒕) 

20 0.002745 0.001824 

40 0.001291 0.001044 

2 3 2 

10 0.004687 0.002767 

20 0.002631 0.001943 

40 0.001296 0.001110 

2.5 3.5 2.5 

10 0.004602 0.003058 

20 0.002501 0.001937 

40 0.001304 0.001131 

𝜷 = 𝟑 

𝒏𝟎 

Lower upper 

3 5 

𝒚𝟎 
𝝀 n 𝑺̂(𝒕) 𝑺̂𝒓𝒐𝒃(𝒕) best 

Lower Upper 

1.5 2.5 1.5 

10 0.004265 0.001691 

𝑺̂𝒓𝒐𝒃(𝒕) 

20 0.002293 0.001265 

40 0.001396 0.000985 

2 3 2 

10 0.003937 0.001944 

20 0.002677 0.001708 

40 0.001372 0.001035 

2.5 3.5 2.5 

10 0.003918 0.002221 

20 0.002388 0.001627 

40 0.001304 0.001037 

𝜷 = 𝟒 

𝒏𝟎 

Lower upper 

4 6 

𝒚𝟎 
𝝀 n 𝑺̂(𝒕) 𝑺̂𝒓𝒐𝒃(𝒕) best 

Lower Upper 

1.5 2.5 1.5 

10 0.003674 0.001209 

𝑺̂𝒓𝒐𝒃(𝒕) 

20 0.002293 0.001053 

40 0.001289 0.000790 

2 3 2 

10 0.003625 0.001509 

20 0.002366 0.001321 

40 0.001493 0.001027 

2.5 3.5 2.5 

10 0.003532 0.001697 

20 0.002315 0.001443 

40 0.001296 0.000948 

 

 
Figure 12 Figure 13 Figure 14 
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From Table (4) & Figure (12,13,14): The method of robust Bayesian is best method for the survival 

function under prior data conflict in all sample sizes & default values mentioned in the table above. 

4. Application side 

From the experimental side, the results show that they are under the condition of prior data 

conflict, Robust Bayesian is the best method by using the IMSE. 

Describe the real data 

A total of 15 patients with heart attacks were collected from Al-Manathira General 

Hospital of Najaf Department of Health in 2018, so that the time of admission to the 

hospital was recorded until they were discharged. All of them were in the case of death 

when exiting. These data are considered as complete data,  (ti =2, 1, 1, 1, 1, 2, 1, 3, 7, 1, 2, 

10, 7, 1, 1) so that these times are the days. 

Goodness of Fit 

Using the easy fit 5.5 standard of goodness of fit, we found that the data is distributed as 

weibull distribution as shown below: 

Weibull  [#55] 

Kolmogorov-Smirnov 

Sample Size 

Statistic 

P-Value 

Rank 

15 

0.28571 

0.14107 

1 

 0.2 0.1 0.05 0.02 0.01 

Critical Value 0.26588 0.30397 0.3376 0.37713 0.4042 

Reject? No No No No No 

Reject? No No No No No 

 

Table 5: Estimating the scale parameter & survival function under prior data conflict 

𝜷 = 𝟐 

𝒏𝟎 

Lower upper 

6 8 

𝒚𝟎 
𝝀̂𝒓𝒐𝒃 s.d prior s.d posterior 

Lower Upper 

16 20 16.10352 280.4339 242.4159 

B=2 𝒏𝟎 

𝒚𝟎 
Lower Upper 

6 8 

lower upper t 𝑺̂𝒓𝒐𝒃(𝒕) 

16 20 

1 0.937227322 

2 0.772418759 

3 0.561586411 

7 0.050817125 

10 0.003284835 
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Figure 15 Figure 16 

 

Conclusions 

The first experiment  under prior data unconflict, the simulation results show the following: 

1. From Table (1) & Figure (3,4,5), it can be concluded that the regular ayes estimator 

is best for the scale parameter of has the lowest IMSE in all cases & the sampling of 

different samples. 

2. From Table (2) & Figure (6,7,8), it can be decided that the regular Bayes estimator 

is best for estimating the survival function, which has the lowest IMSE in all cases & 

the sampling of different samples. 

The second experiment under prior data conflict, the simulation results show that: 

1. Table (3) & Figure (9,10,11) shows that the robust Bayesian estimator is the best 

method for estimating the scale parameter, which has the lowest IMSE in all cases 

& the sampling of different samples. 

2. From Table (4) & Figure (12,13,14) show that the robust Bayesian estimator is the 

best method for the survival function, which has the lowest IMSE in all cases & the 

size of different samples. 
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